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Abstract – Real-time streaming applications like cloud
gaming require consistently low latency, even at the tail. Our
large-scale measurement based on a major cloud gaming ser-
vice provider reveals that in Wi-Fi networks, the delay of the
wireless hop can inflate due to its fluctuating nature, making
it difficult to achieve consistently low tail latency. While cel-
lular paths can be leveraged to alleviate the impact of wire-
less fluctuation of Wi-Fi paths, our user study reveals that it
is crucial to constrain cellular data usage while using mul-
tipath transport. In this paper, we present AUGUR, a mul-
tipath transport service designed to reduce long tail latency
and video frame stall rates in mobile real-time streaming. To
address the challenge of reducing long tail latency by utiliz-
ing cellular paths while minimizing cellular data usage, AU-
GUR captures user characteristics by deriving state probabil-
ity models and formulates the equilibrium into Integer Linear
Programming (ILP) problems for each user session to deter-
mine the opportunity of frame retransmission and path selec-
tion. Our trace-driven emulation and large-scale real-world
deployment in Tencent Start cloud gaming platform demon-
strate that AUGUR achieves up to 66.0% reduction in tail la-
tency and 99.5% reduction in frame stall rate with 88.1%
decrease in cellular data usage compared to other multipath
transport schemes.

1 Introduction
Emerging real-time streaming applications like cloud gam-
ing [1, 2], video conferencing [3, 4], and AR/VR [5, 6] pro-
vide users with interactive experiences for both entertain-
ment and business. Such applications have grown rapidly
worldwide and made a large market (e.g., The global cloud
gaming market reached $1.28 billion in 2022 and expects to
reach $13.6 billion by 2028 [7]). However, to provide users
with a seamless interactive experience, service providers
must achieve consistently low tail latency [8]. Based on
experience and statistics from our real-time streaming ser-
vice platform, we observe that a tail latency (i.e., 99.9th per-
centile) of 200 ms can lead to frequent video frame stalls,
and even a 0.5% increase in stall rate results in a 33% drop
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in user retention time (§2.2). Therefore, it is essential to re-
duce long tail latency to improve user experience.

However, for mobile devices that access wireless net-
works, existing solutions for latency-intensive applications
fail to meet the consistently low tail latency requirements
imposed by interactive real-time streaming or are imprac-
tical to be widely deployed. The most intuitive and practi-
cal method to eliminate high network latency is to deploy
a dedicated congestion control algorithm (CCA). However,
we observe that with Wi-Fi networks, path RTT inflation
caused by random wireless fluctuations can occur. There-
fore, while existing CCAs designed for real-time streaming
[9, 10, 11, 12] and wireless networks [13, 14] can provide
sufficient bandwidth and low median latency, they fail to
consistently achieve low tail latency (§2.2). Even with a low
sending bitrate (i.e., 512 Kbps), the tail latency can dramat-
ically exceed 200 ms. Besides, RTT inflation is intrinsic in
wireless links. Thus, it is difficult to achieve low tail latency
with only one network path. Therefore, leveraging multipath
is a straightforward approach to alleviate the impact of an
RTT-fluctuating path.

Although many works on mobile multipath transport have
been proposed to reduce latency by leveraging both Wi-Fi
and cellular paths, they are not practical to be widely de-
ployed to reduce long tail latency for real-time streaming ap-
plications in terms of performance, cellular cost, and deploy-
ability: i) Most multipath schedulers only make decisions on
packet departure, leaving packet retransmission to the un-
derlying loss recovery mechanism, thus the packets would
be inevitably delayed in the presence of random RTT in-
flation [15, 16, 17, 18, 19, 20, 21]. Therefore they cannot
meet the performance requirement of consistently low tail
latency; ii) While most multipath transport schemes only fo-
cus on the performance heterogeneity of multiple paths, they
ignore the data budget heterogeneity of Wi-Fi and cellular
paths [17, 22]. Since Internet service providers (ISPs) pro-
vide cellular connections with limited data budget [23], we
find that users of our mobile real-time applications express
strong concerns about cellular data usage (§2.3). Therefore,
a multipath transport system that consumes a large amount of
cellular data is not practical to be widely deployed; iii) Many
existing multipath transport systems require modification to
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Figure 1: Overview of the real-time streaming pipeline.

the kernel of user devices [16, 17, 18, 19] or rely on values
that do not exist in real-time streaming (e.g., volume video
size [21] and playback buffer occupancy [24]) for decision-
making. Consequently, they are infeasible to be widely de-
ployed for real-time streaming applications.

In this work, we propose a multipath transport service AU-
GUR in mobile real-time streaming that meet the requirement
of reducing long tail latency, minimizing cellular data usage,
and enabling large-scale deployment. AUGUR uses the Wi-
Fi path as the primary path for frame transmission and lever-
ages the cellular path by introducing application-level frame
retransmission and primary path switch scheduling. It tack-
les two challenges when leveraging multipath to deal with an
RTT-fluctuating path: i) the RTT inflation caused by wireless
fluctuation of the Wi-Fi path is highly unpredictable and ii)
the usage of cellular paths is strictly limited and should be
minimized as much as possible. These two challenges make
it difficult to determine when to use the cellular path to alle-
viate the impact of RTT inflation.

To address these challenges, we observe that while user
characteristics such as frame stall rate and the impact of pro-
longed latency vary greatly among different users, they re-
main stable for an individual user over a certain period of
time (§2.4). Based on this observation, AUGUR divides the
statistics of a user session into states and creates per-session
probability models for each user to quantify the various user
characteristics. It then formulates the equilibrium of reduc-
ing tail latency by leveraging cellular path and constrain-
ing cellular data usage as Integer Linear Programming (ILP)
problems and uses the state probability models as inputs. By
solving the ILP problems, AUGUR determines the appropri-
ate moments to utilize cellular paths to achieve both the per-
formance requirement of consistently low latency and the
cost requirement of minimizing cellular usage. To achieve
the deployability requirement, AUGUR is fully implemented
in edge servers and requires no modification to user devices,
customed hardware, or network middleboxes, making it im-
mediately deployable.

We have deployed AUGUR in Tencent Start [25] cloud
gaming platform for over six months with a wide range of
millions of users, resulting in tens of millions of hours of
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Figure 2: Long tail latency in
real-time streaming.
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Figure 3: Correlation be-
tween video frame stall rate
and user retention time.

user retention time. Our trace-driven emulation and large-
scale production experiments show that AUGUR can reduce
up to 66.0% tail latency and 99.5% frame stall rate with 2.7%
average data usage on the cellular path, compared to other
multipath transport schemes.
Contributions.
• We conduct a large-scale and in-depth statistical analysis

to demonstrate the characteristics of long tail latency in
mobile real-time streaming applications within a produc-
tion environment;

• We propose AUGUR, a multipath transport service de-
signed to reduce the long tail latency and frame stall
while maintaining a strictly limited cellular data usage;

• We deploy AUGUR in Tencent Start cloud gaming plat-
form and demonstrate that it can significantly reduce tail
latency and stall rate while incurring negligible cellular
costs.

Ethical claim. All user feedback and data statistics collected
in this work are obtained with explicit permission from the
users and are anonymized to protect their privacy. This work
does not raise any ethical concerns and conforms to the IRB
policies of the authors’ institutions.

2 Background and Motivation
In this section, we introduce the background of interactive
real-time streaming (§2.1). We then collect real-world statis-
tics to present the long tail latency caused by RTT inflation
in Wi-Fi path transmission (§2.2) and the limitation of ex-
isting mobile multipath transport schemes (§2.3). Finally,
we discuss the user characteristics observed from our online
measurement (§2.4).

2.1 Interactive Real-Time Streaming
An interactive real-time streaming service like cloud gam-
ing provides users with an interactive video experience. As
shown in Fig. 1, a typical real-time streaming pipeline con-
sists of four components: frame generator, codec (encoder
and decoder), transport system, and video player. The en-
coder encodes the video frames produced by the frame gen-
erator, and each frame is typically partitioned into multi-
ple data packets for network transport. After being deliv-
ered to the user devices through the network transport sys-
tem, the frame is immediately decoded and displayed by
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Figure 4: Frame delivery la-
tency of wired and wireless
networks.
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Figure 5: Frame delivery latency over 99th percentile under low sending bitrate.
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Figure 6: RTT inflation of
Wi-Fi link before frame stall
occurs.
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Figure 7: Packet loss rate on
frame stalls with Wi-Fi link.

the video player without buffering. According to the inter-
dependencies of video frames [26], all packets in a frame
should be sent to the decoder to prevent video quality degra-
dation. Furthermore, the user continuously interacts with
the server, providing instructions or feedback to generate
new video frames. This pipeline contrasts with buffer-based
streaming applications such as video-on-demand (VoD),
where the entire video content is pre-recorded, and a play-
back buffer in the video player can be utilized to absorb
frame delivery latency [27] or improve user Quality of Ex-
perience (QoE) [24]. Therefore, to ensure a smooth and
seamless interactive experience, it is crucial for the network
transport system to guarantee consistently low latency for the
timely delivery of all video frames, especially under fluctu-
ating wireless network environments.

2.2 Long Tail Latency in Real-time Streaming

Long tail latency severely degrades user experience. The
low latency requirement for frame delivery in real-time
streaming means that even a slight increase in tail latency can
have a significant impact on user experience. To investigate
the impact of long tail latency, we conduct a measurement on
our online cloud gaming service. As shown in Fig. 2, while
the median RTT and frame delivery latency is kept below
30 ms, the tail latency (i.e., 99.9th percentile) can reach over
200 ms, and such a severely delayed frame is highly likely
to cause a video stall [8]. Moreover, as shown in Fig. 3, we
observe that an increased video frame stall rate results in a
significant decrease in user retention time, even an 0.5% in-
creased stall rate would result in 33% drop in retention time,
and there still exists an increase of user churn even the stall
rate is kept below 0.1%, indicating user dissatisfaction with

the service. Therefore, long tail latency severely degrades
user experience, and achieving consistently low latency ne-
cessitates the attainment of at least a 99.9% in-time delivery
of frames.

RTT inflation contributes to long tail latency instead of
network congestion. Intuitively, packet loss and retransmis-
sion caused by network congestion significantly contribute
to packet delivery latency [28]. However, with our private
CCA designed for real-time streaming and edge servers de-
ployed, we find that long tail latency is mainly induced by
inflated path RTT due to wireless fluctuation for mobile de-
vices. As shown in Fig. 4, compared to the wired network
environment, when streaming through the wireless network
connection from a Wi-Fi access point (AP) to mobile de-
vices, the frame delivery latency at the 99th percentile is in-
creased by up to 290%. Additionally, we plot the RTT of the
wireless path before a frame stall occurs, Fig. 6 shows that
the path RTT is already inflated to more than 200 ms for 65%
of stalled frames on Wi-Fi 2.4G networks and 50% of stalled
frames on Wi-Fi 5G, respectively. Furthermore, we observe
that packet loss is infrequent on frame stalls. To demonstrate
this, we plot the packet loss rate when frame stall happens
and show the result in Fig. 7, nearly 60% of packets are de-
livered without loss during a frame stall. This indicates that
the long tail latency is induced by the fluctuating intrinsic of
the wireless path instead of network congestion.

CCAs fail to reduce latency at the tail. The most widely
used method to reduce frame delivery latency in real-time
streaming is to employ sophisticated CCAs. However, with
inflated RTT caused by wireless fluctuation, while state-of-
the-art CCAs designed for real-time streaming [9, 10, 11,
12] or wireless networks [13, 14] can reach a low median
latency, they fail to ensure a consistently low tail latency. The
primary goal of CCAs is to adapt to link capacity variations
and promptly reduce the sending rate to eliminate queuing
delay or packet loss to maintain low transport latency [29,
30, 31, 32]. Nonetheless, due to RTT inflation caused by Wi-
Fi link fluctuation, the link is unable to deliver data in time.
Consequently, the long tail latency cannot be addressed by
deploying CCAs.

To demonstrate the limitations of CCAs under wireless
link fluctuations, we conduct an experiment by enforcing



 0

 20

 40

 60

 80

 100

10-4 10-3 10-2 10-1 100

C
D

F
 (

%
)

KS Distance

2.4GHz, T = 2.5
2.4GHz, T = 5

2.4GHz, T = 10
5GHz, T = 2.5

5GHz, T = 5
5GHz, T = 10

(a) P (frame stall) KS distance.

 0

 20

 40

 60

 80

 100

10-4 10-3 10-2 10-1 100

C
D

F
 (

%
)

KS Distance

2.4GHz, T = 2.5
2.4GHz, T = 5

2.4GHz, T = 10
5GHz, T = 2.5

5GHz, T = 5
5GHz, T = 10

(b) P (frame stall | RTT > X) KS
distance

 80

 85

 90

 95

 100

10-4 10-3 10-2 10-1 100

C
D

F
 (

%
)

KL Divergence

2.4GHz, T = 2.5
2.4GHz, T = 5

2.4GHz, T = 10
5GHz, T = 2.5

5GHz, T = 5
5GHz, T = 10

(c) P (frame stall) KL divergence.

 80

 85

 90

 95

 100

10-4 10-3 10-2 10-1 100

C
D

F
 (

%
)

KL Divergence

2.4GHz, T = 2.5
2.4GHz, T = 5

2.4GHz, T = 10
5GHz, T = 2.5

5GHz, T = 5
5GHz, T = 10

(d) P (frame stall | RTT > X) KL
divergence.

Figure 8: Kolmogorov-Smirnov distance and Kullback-Leibler divergence between the characteristics probability distributions
of the current minute and the past T minutes during each individual user’s playing time.
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Figure 9: Overlayed curves of the relationship between
frame stall rate and path RTT. Each point in each curve con-
tributes to a point in the heatmap and the color indicates the
number of points normalized by maximum.

our CCA to maintain extremely low sending bitrates that
are below our video quality requirement of service (i.e., 2
Mbps) and access our platform from both wired and wire-
less networks. As shown in Fig. 5, even with low sending
bitrates, frame delivery latency at the tail remains high, and
the latency distributions remain consistent across all low bi-
trates. This highlights that under fluctuating wireless net-
works, CCAs are insufficient to reduce latency at the tail for
real-time streaming applications. Therefore, it is valuable
to leverage cellular paths to alleviate the impact of wireless
fluctuation of the Wi-Fi path.

2.3 Limitation of Existing Multipath Transport in Real-
time Streaming

Multipath transport is a promising and practical solution to
reduce long tail latency in mobile real-time streaming be-
cause: i) Wireless fluctuations are hardly correlated between
heterogeneous wireless networks like Wi-Fi and cellular net-
works, indicating that prolonged latency induced by one path
could be eliminated by another [17]; ii) Contemporary mo-
bile devices are typically equipped with multiple network in-
terfaces, enabling the large-scale deployment of a multipath
transport service [24]. However, existing multipath transport
schemes are not practical to be widely deployed to reduce
tail latency for mobile real-time streaming in terms of per-

formance, cellular cost, and deployability.

Multipath schedulers fail to achieve low tail latency. Al-
though many works on multipath transport have been pro-
posed, they mainly focus on maximizing throughput [15]
or minimizing request completion time (RCT) [19, 20, 24].
Some multipath transport systems designed for latency-
sensitive applications like BLEST [18] and RAVEN [17]
schedule packet transmission on multiple paths but leave
retransmission to the underlying loss recovery mechanism.
However, packets scheduled on the Wi-Fi path could already
be severely delayed before retransmission timeout (RTO)
due to highly unpredictable RTT inflation, thus they can-
not meet the performance requirement of low tail latency.
XLINK [24] uses packet re-injection to reduce frame deliv-
ery latency, but it assumes a known video chunk size and re-
quires playback buffer occupancy level as QoE signal, which
cannot be used in real-time streaming.

Minimizing cellular data usage is crucial for practical de-
ployment. Multipath schedulers designed for interactive ap-
plications like RAVEN [17] and ReMP [33] utilize cellular
paths for redundant frame transmission but are unaware of
cellular data cost. However, video frame delivery consumes
a large amount of bandwidth and can lead to significant cel-
lular data usage. To investigate users’ concerns about cel-
lular data cost, we explicitly deliver a questionnaire within
our cloud gaming application to 1,251,420 users. All user
feedback and data statistics collected are obtained with ex-
plicit permission and are anonymized to protect their privacy.
Our analysis of online users’ feedback reveals: i) While ac-
cessing our gaming platform with mobile devices, 89.8% of
users prefer Wi-Fi connection due to the lower cost com-
pared to cellular networks; ii) 57.0% of users are not willing
to consume cellular data for streaming service; iii) For the
remaining 43.0% of users willing to use cellular networks
for better performance, 62.9% of them express a strong de-
sire to reduce cellular data costs Therefore, we argue that
for a practical multipath transport service, the cellular cost
constraint should not be an incidental concern, but rather
a primary design consideration. Although some multipath
transport schemes like MP-DASH [21] and COM [34] re-
duce cellular data usage for VoD applications, they require
the size of the pre-recorded video content, thus cannot be



used in real-time streaming.

Kernel-based multipath transport schemes are infeasi-
ble to widely deploy. Many existing multipath transport
schemes require modifications to the kernel of user devices
[16, 17, 18, 19, 21]. As a cloud gaming service provider,
it is not feasible to make modifications to user devices, net-
work middleboxes, or customed hardware. Therefore, they
are impractical to be widely deployed.

2.4 User Characteristics in Real-time Streaming

Network characteristics vary among different users. Our
real-time streaming platform is utilized by millions of users
across a wide range of regions with different user de-
vice models and network environments. According to our
measurements, there is a significant characteristics varia-
tion among users. We study the correlation between the
frame stall rate and path RTT from different user sessions
in our measurement. We plot the conditional probability
P (frame stall | RTT > X) curves and overlay all curves to
formulate a heatmap. As shown in Fig. 9, while higher la-
tency does increase the severely-tail rate overall, the corre-
lation between them varies among different users. For ex-
ample, when path RTT reaches 100 ms, the probability of a
frame stall can range from 0% to 100% for different users.
This indicates that RTT inflation has different impacts on dif-
ferent users and such variation in user characteristics should
be considered for a widely deployed system.

Network characteristics remain stable for individual
users. Although there is significant variation among user
characteristics, we observe that there is some stability of
statistics for an individual user over a certain period of
time. While characteristics such as frame stall rate and net-
work latency pattern can vary significantly among different
users, they tend to remain relatively stable for an individ-
ual user over a time window. To demonstrate the stabil-
ity, we computed the Kolmogorov-Smirnov (KS) distance
[35] and Kullback-Leibler (KL) divergence [36] between
the probability distributions of two characteristics, namely
P (frame stall) and P (frame stall | RTT > X), for both the
current minute and the previous T minutes of each individ-
ual user’s playing time and plot the CDFs of both the KS
distance and KL divergence values for over 3000 users in
Fig. 8. The results indicate that nearly 99% of the current
minute’s characteristics probability distributions are similar
to those of the previous time window (i.e., KS distance and
KL divergence values are less than 0.1), suggesting a strong
correlation between statistics calculated from a previous time
window and the current minute. We leverage such stability
to capture each user’s characteristics in our design.

3 AUGUR Design
In this section, we propose a multipath transport service AU-
GUR to reduce the long tail latency induced by wireless link
RTT inflation while minimizing cellular data usage. We first
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Figure 10: System overview of AUGUR.

present the design goals of AUGUR.

3.1 Design Goals

The main idea behind AUGUR is to use the Wi-Fi path as the
primary path to stream video frames and leverage the cellular
network as a backup path when the Wi-Fi connection suffers
wireless fluctuations. In light of the observation presented in
§2, we design AUGUR to achieve three goals.

G1: Reduce long tail latency induced by wireless fluctu-
ation. As presented in §2.2, the long tail latency resulting
from Wi-Fi wireless fluctuation like RTT inflation is an in-
herent issue of the Wi-Fi path, thus it is valuable to also uti-
lize the cellular path for data streaming. However, it is chal-
lenging to determine the opportunity of using another path
because the RTT inflation of the Wi-Fi path is highly unpre-
dictable.

G2: Constrain cellular data usage. One straightforward
approach to leveraging a redundant path would be to repli-
cate all frames on cellular paths, but this would incur a sig-
nificant consumption of cellular data and violates the user
concerns in §2.3. Moreover, with the significant imbalance
in link capacity [37], the cellular link may be unable to han-
dle the additional traffic from replicating all frames (e.g.,
cellular bufferbloat [38]). Therefore AUGUR must carefully
constrain the usage of the cellular path.

G3: Enable large-scale deployment. Our real-time stream-
ing platform provides service to millions of users with var-
ious device models, operating systems, and Wi-Fi AP mod-
els. As a streaming service provider, it is not feasible to
make modifications to user device kernels, network middle-
boxes, or customized hardware. To be practically deployed
on a large scale, AUGUR should only require modifications
to game servers and user applications.



3.2 System Overview
To address the challenge of reducing long tail latency by uti-
lizing cellular paths while adhering to a strict cellular data
usage constraint, AUGUR first leverages our observation on
user characteristics (§2.4) and derives per-session probabil-
ity models to capture the characteristics of each user. It
then formulates the equilibrium of tail latency reduction and
cellular cost minimization into Integer Linear Programming
(ILP) problems. Using the measured probability models as
inputs, AUGUR solves ILP problems to determine the op-
portunity to use the cellular path. As a multipath transport
service, AUGUR leverages the cellular path through two ap-
proaches: i) application-level frame retransmission. AU-
GUR monitors in-flight frames sent on the Wi-Fi path and
promptly retransmits frames that are likely to be severely de-
layed on the cellular path; ii) primary path switch schedul-
ing. AUGUR transiently switches the primary path to cellular
and streams all newly generated video frames through it in
the presence of severe Wi-Fi path capacity degradation. As
illustrated in Fig. 10, AUGUR consists of two main compo-
nents: the state manager (§3.5) monitors the capacity of the
Wi-Fi and cellular path and approximates probability mod-
els for each user. Based on the models provided by the state
manager, the multipath agent (§3.6) continuously solves the
formulated ILP problems to obtain cellular path utilization
strategies, and performs frame retransmission and primary
path switch.

In the rest of this section, we first introduce our state prob-
ability model for real-time streaming in §3.3 and our strategy
for utilizing the backup path in §3.4. We then demonstrate
how we apply our theoretical analysis into practice to derive
the model (§3.5) and make decisions on frame retransmis-
sion and primary path switch(§3.6).

3.3 State Probability Model
In a real-time streaming session, a sender and a receiver com-
municate over a network path along a timeline. The sender
continuously sends data, such as video frames, to the re-
ceiver. Concurrently, the receiver provides feedback (ACKs)
to the sender regarding the data’s arrival or at specific time
intervals. The sender can then derive some statistics based
on this feedback (e.g., RTT, acknowledged bytes). To ef-
fectively utilize these statistics and extract vital information
for the sender to determine the transmission pattern, we di-
vide them into several states. We let U =

⋃
i{Si},∀i ̸=

j,Si ∩ Sj = ∅ donate all possible states. For example, if
the sender chooses to use (RTT, Bandwidth) as states,
U would be a two-dimensional space and each point in the
space represents a state. For each session, the probability
distribution of states P (Si) could be significantly different
due to the great variety of user characteristics.

When the receiver experiences a frame stall, the next feed-
back can carry information about the stall event, allowing the
sender to record it. If we define stall to be the stall events

across all states of a session, the overall frame stall probabil-
ity for a user session would be:

P (stall) = P (stall,U) =
∑

Si∈U

P (stall,Si)

=
∑

Si∈U

P (stall | Si)P (Si) (1)

The distributions of P (stall), P (stall | Si), and P (Si)
can provide insight into the condition of the receiver and the
network for a given user session. We define the state proba-
bility model for a user session as M = {P (stall), P (stall |
Si), P (Si)}, Si ∈ U , and the relationship between these dis-
tributions is given in equation Eqn. 1. By obtaining M , we
can capture and quantify the user characteristics of a session.

3.4 Backup Path Utilization Strategy

To reduce long tail latency and frame stalls of the primary
path, the sender can utilize a backup path for frame trans-
mission. A backup path utilization strategy decides when the
backup path should be used. Ideally, a backup path should
only be used when frames are likely to be delayed on the
primary path. However, it is difficult to accurately predict if
a frame would be delayed and cause a stall before it is ac-
knowledged. To effectively use the backup path, we break
down the problem of deriving an optimal utilization strategy
into two tasks:

T1: Covering delayed frames caused by wireless fluctua-
tion. The backup path utilization strategy should minimize
the false negative (FN) rate of the decisions by ensuring that
it utilizes the backup path to cover delayed frames to the
greatest extent possible.

T2: Reducing the utilization of backup paths. The backup
path should only be used when necessary, as excessive uti-
lization of the backup path can result in additional data usage
and negative impacts (e.g., increased cellular data charges in
our case). The strategy should aim to minimize the false pos-
itive (FP) rate of the decisions.

As explained in §3.3, we divide the sender statistics of a
real-time streaming process into states. We use these states
as decision points. For each state Si, we employ xi to in-
dicate whether the backup path should be utilized for frame
transmission to mitigate delivery delay, where xi = 1 denotes
a positive decision and xi = 0 denotes a negative decision. A
strategy refers to a selection of several states from U , where
the chosen states are represented as X = {Si ∈ U | xi = 1},
and the remaining states are represented as X̄ = {Si ∈ U |
xi = 0}. We next derive the optimal backup path utilization
strategy based on the state probability model M .

To achieve T1, we present the false negative rate of strat-



egy X to be:

P (FN) = P (X̄ | stall) = P (stall, X̄)
P (stall)

= P (stall)−P (stall,X)
P (stall)

=
P (stall)−

∑
Si∈X P (stall,Si)

P (stall)

=
P (stall)−

∑
Si∈X P (stall | Si)P (Si)
P (stall) (2)

As discussed in §2.4, the stall rate of a single user session
tends to remain stable in a time window. Therefore, we
assume that in a certain period of time, the overall frame
stall probability P (stall) is a constant value. In this case,
the minimization of P (FN) turns into the maximization of
function:

f(X) =
∑

Si∈X

P (stall | Si)P (Si) (3)

This maximization function implicitly assumes that the ca-
pacity of the backup path is adequate for mitigating pro-
longed latency, which may not always be the case. There-
fore, we introduce Pbackup(Si) to represent the probability
that the backup path is sufficient to perform frame transmis-
sion at state Si. The maximization function in Eqn. 3 is mod-
ified as follows:

F (X) =
∑

Si∈X

P (stall | Si)P (Si)Pbackup(Si) (4)

To achieve T2, we present the false positive rate of strat-
egy X to be:

P (FP ) = P (X |!stall) = P (X, !stall)
P (!stall)

= P (X)−P (X,stall)
1−P (stall)

= P (X)−f(X)
1−P (stall) (5)

Given that the primary objective of T1 is to maximize f(X)
while assuming a constant value of P (stall), our aim is to
minimize P (FP ) by restricting the value of P (X) below a
specific threshold. The threshold represents the data usage
limit of the backup path and should be adaptable to different
specified budgets. Thus, we limit the backup path utilization
rate to be less than or equal to the frame stall rate multiplied
by a parameter δ:

P (X) =
∑

Si∈X

P (Si) ≤
∑

Si∈U

P (stall | Si)P (Si) · δ (6)

With the maximization target (Eqn. 4), the constraint
(Eqn. 6), and the probability model M , we can formulate

the backup path utilization strategy derivation as an Integer
Linear Programming problem:

Maximize
∑

Si∈U

P (stall | Si)P (Si)Pbackup(Si) ·xi

xi = 0,1 (7)

Subject to
∑

Si∈U

P (Si) ·xi ≤
∑

Si∈U

P (stall | Si)P (Si) · δ

In Eqn. 7, the maximization term aims to achieve objective
T1, which is to cover delayed frames, and the constraint term
aims to achieve objective T2, which is to minimize the data
usage of the backup path. By solving the ILP problem, the
sender can obtain a strategy X and determine when to use
the backup path.

3.5 State Manager
The state manager continuously monitors the capacity of the
Wi-Fi and cellular path for each user session. It creates
and manages two state probability models for the multipath
agent, one for the decision on frame retransmission and the
other for the primary path switch. Nonetheless, we encounter
two challenges in practice: i) What information should be
extracted from sender statistics to form a state space; ii)
While the overall frame stall rate is assumed to be a constant
value, how can we obtain the distribution of P (stall | Si)
and P (Si).

3.5.1 State space formulation.
In principle, it is possible to extract all available information
from sender statistics to form a high-dimensional state space.
However, we take two factors into consideration when decid-
ing on the state space formulation: i) A multi-dimensional
state space increases the difficulty and complexity of main-
taining a probability model and deriving a backup path uti-
lization strategy based on it; ii) Some information, such as
RTT and acknowledged bytes, is already utilized by CCAs
to maintain low median latency, making it unnecessary to in-
clude them in the state space. Therefore, we choose to use a
single-dimension state space for both probability models.
Frame retransmission state space. We utilize the in-flight
time of all frames to create a state space U1 for deciding
when to retransmit frames on the cellular path. Specifically,
we calculate the in-flight time of a video frame once it is
acknowledged, and this value is used to represent a point in
the state space. We choose to use the per-frame in-flight time
as the input state because it allows us to derive a probability
model that can indicate the correlation between the stall rate
and the frame in-flight time. This, in turn, provides us with
the necessary information to promptly retransmit frames on
the backup path.
Primary path switch state space. To derive the state proba-
bility model for the primary path switch decision, we use the
in-flight time of the earliest unacknowledged frame to form a
state space U2. This choice reflects the frame delivery delay



of the primary path, providing clues on the degradation of
the primary path’s capacity and the chance for a switch. In
practice, the state manager periodically inspects the in-flight
time of all unacknowledged frames and sets the in-flight time
of the earliest dispatched frame as the current state.
Cellular path capacity monitoring. Since AUGUR uses the
cellular as the backup path, which can also be susceptible
to fluctuations [39, 40, 41] and lead to prolonged latency,
the state manager needs to monitor the characteristics of the
cellular path to estimate its capacity and determine whether
it is sufficient to perform frame transmission. As we use
the in-flight time of frames as input states, at state Si, the
frame has been sent for Si time. Therefore, to perform ef-
fective retransmission or primary path switch to reduce long
tail latency, the RTT of the cellular path should not exceed
Tthresh −Si. Since a frame delivery latency greater than 200
ms is highly likely to cause a video stall [8], we set Tthresh

to be 200 ms. Hence, we evaluate the RTT as a metric of the
backup path capacity using the following equation:

Pbackup(Si) = P (RTTcell ≤ Tthresh −Si) (8)

However, we cannot obtain P (RTTcell ≤ Tthresh −Si) pas-
sively from receiver feedback because the cellular path acts
as a backup, and the feedback is intermittent. Therefore, the
state manager actively probes the cellular path by periodi-
cally sending an 8-byte PING message (with an interval of
50 ms) to monitor the RTT. Since the backup cellular path
is infrequently used and other applications using cellular in-
terfaces (e.g., voice call, video conferencing) are typically
inactive during cloud gaming sessions, small-sized packets
are efficient for probing the path RTT. The overhead of the
probe messages is less than 0.06% in theory, compared to the
high frame rate at which large-sized video frames (typically
over 4KB) are transmitted (e.g., 60 fps).

3.5.2 Probability distribution derivation
The state probability model M contains the distributions of
P (stall | Si) and P (Si). However, they are difficult to accu-
rately describe. Firstly, these distributions could be arbitrary
over time for different users. Secondly, the state manager
cannot predict future states or stalls, and can only deduce an
approximate distribution based on recorded states. To ad-
dress this challenge, we leverage our observation discussed
in §2.4 that the user characteristics remain stable for an indi-
vidual user over a period of time. Based on this, we assume
that the probability distributions of states remain fixed for a
time window. Within a time window ∆, we can obtain the
frequency of each state Si and the corresponding stall event,
denoted as P̂ (Si) and P̂ (stall | Si). We use these frequen-
cies to approximate the probability distribution of the states
in this time window. The approximated stall rate P̂ (stall)
can be derived by Eqn. 1.

In this way, the state manager continuously updates the
states explained in §3.5.1. For each time window ∆, it cre-
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Figure 11: Wi-Fi capacity degradation causes bursty frame
stalls lasting for hundreds of milliseconds.

ates and maintains two approximated state probability mod-
els M̂1,2 = {P̂ (stall), P̂ (stall | Si), P̂ (Si)}, Si ∈ U1,2 with
two different state spaces. The value of ∆ reflects the level
of fluctuation in a single user’s characteristics, and its effect
on AUGUR is evaluated in §5.4.

3.6 Multipath Agent
The multipath agent plays a critical role in deciding whether
to retransmit in-flight frames on the cellular path and whether
to switch the primary path from Wi-Fi to cellular. To make
these decisions, it utilizes the state probability models M̂1
and M̂2 provided by the state manager and plugs them into
the ILP problem described in Eqn. 7. It is typically time-
consuming and computation-intensive to solve an ILP prob-
lem. Nevertheless, when considering our single-dimensional
state spaces U1,2, and utilizing RTT-based backup path ca-
pacity specified in Eqn. 8, instead of looping each combina-
tion of states, we only need to determine a threshold in the
continuous state space to find an optimal strategy. Therefore,
the ILP problem in Eqn. 7 transforms into a linear-time so-
lution, facilitating quick resolution. Based on the output of
the simplified ILP problems, the multipath agent obtains the
necessary decisions to reduce long tail latency and minimize
cellular cost.

3.6.1 Application Level Frame Retransmission
Existing multipath schedulers usually only decide which
path to use for delivering incoming new data at packet depar-
ture time. As presented in §2.2, unpredictable RTT inflation
of wireless links could severely delay the scheduled packets.
Therefore, to reduce long tail latency, it is important to track
the in-flight data and actively retransmit it when it is at risk
of being delayed.

In order to eliminate as much tail latency as possible, AU-
GUR introduces application-level frame retransmission by
promptly retransmitting in-flight frames on the cellular path
to prevent delays. We choose to retransmit the entire frame
instead of individual data packets because: i) An RTT infla-
tion at the wireless last hop would typically result in delays
for the majority of packets within a frame (e.g., we observe
that when the frame delivery delay surpasses 200 ms, the de-
lay of the initial packet in the frame exceeds 200 ms in 71.8%
of cases), making it reasonable to actively retransmit the



entire frame through an alternative path; ii) Implementing
frame retransmission in userspace is straightforward, render-
ing it a portable and easily deployable solution across a wide
range of scenarios.

Naturally, there is a strong relationship between the in-
flight time of an unacknowledged frame and the possibility
the frame would be severely delayed, and such a relation-
ship is quantified by our state probability model M̂1, which
uses frame in-flight time as its state space. Consequently,
as shown in Fig. 10, while the state manager keeps updating
the probability model M̂1 during the streaming process, the
multipath agent continuously solves the simplified ILP prob-
lem using M̂1 as input and obtains a decision X1. It con-
stantly monitors all unacknowledged frames and retransmits
those whose in-flight time T matches with a state in X1 (i.e.,
T = Si ∈ X1). By doing so, AUGUR can proactively rescue
frames that are at risk of stalling while also adhering to lim-
ited usage of the backup path. We evaluate the effectiveness
of application-level frame retransmission in §5.4.

3.6.2 Primary Path Switch Scheduling
Unlike existing multipath schedulers that schedule paths for
each data packet, AUGUR chooses the Wi-Fi path as the pri-
mary path and schedules frames on it by default, while the
cellular path should only be when necessary to rescue de-
layed frames. However, in practice, we observe that se-
vere Wi-Fi capacity degradation can occur occasionally. As
demonstrated in Fig. 11, such degradation results in bursty
frame stalls that last for hundreds of milliseconds, which can
have a significant impact on user experience.

To address this issue, the multipath agent can temporar-
ily switch the primary path to cellular and stop sending new
frames on the degraded Wi-Fi path. Similar to the frame re-
transmission decision procedure, the multipath agent contin-
uously solves the simplified ILP problem using M̂2 provided
by the state manager and obtains a decision X2. It initiates a
primary path switch when two conditions are met: i) the in-
flight time of the earliest unacknowledged frame T1 matches
with a state in X2 (i.e., T1 = Si ∈ X2) and ii) the RTT of
the cellular path is lower than that of the Wi-Fi path. In this
scenario, AUGUR sends all newly generated frames through
the cellular path and stops deriving backup path utilization
strategies. In addition, the multipath agent promptly retrans-
mits all in-flight frames of the Wi-Fi path through the cellu-
lar path since they are likely to experience prolonged delays
upon detection of capacity degradation. However, directly
using the cellular path as the primary path violates our cel-
lular data limit rule, and since the capacity degradations of
the Wi-Fi path are transient, it is necessary to switch back
to Wi-Fi as soon as possible. While new frames are being
sent through the cellular path, the sending queue of the Wi-
Fi path can be drained, and we start sending probe frames on
the Wi-Fi path when there are fewer than two in-flight frames
on the Wi-Fi path to detect any capacity improvements. Once
the capacity of the Wi-Fi path recovers (i.e., the Wi-Fi path

RTT is not in X2), the multipath agent switches the primary
path back to Wi-Fi and restores the simplified ILP problem-
solving process. The effectiveness of primary path transition
is evaluated in §5.4.

4 Trace-driven Emulation
In this section, we evaluate AUGUR in an emulation environ-
ment with real-world traces to compare it with other mul-
tipath transport schemes. Based on the results of our em-
ulation, we further conduct large-scale experiments on our
cloud gaming platform (§5).

4.1 Evaluation Methodology

Testbed. We use mpshell [42], a multipath extension of
Mahimahi [43] for network emulation. We develop a testbed
framework to implement the streaming pipeline in Fig. 1
with approximately 6000 lines of Python code. To demon-
strate the cooperation between AUGUR and CCAs, we also
implement two CCAs designed for real-time streaming in-
cluding Salsify [11] and SQP [12].
Trace collection. We collect Wi-Fi and cellular link traces
based on the running logs of our user sessions. The logs
contain the user-perceived wireless network bandwidth, and
RTT inflation caused by wireless fluctuation would lead to
a sudden decrease in user-perceived bandwidth. To evaluate
the effectiveness of AUGUR in the presence of wireless fluc-
tuations, we filter out traces that were either too brief (less
than 10 minutes) or too consistent (with no RTT inflation).
Each trace is replayed for more than 10 minutes.
Baseline. We compare AUGUR with the following multipath
transport schemes as baselines:
• Single Path (SP): all video frames are streamed exclu-

sively through the Wi-Fi path;
• minRTT [16]: the default multipath scheduler of

MPTCP, which schedules packets through the path with
the lowest estimated RTT;

• ECF [19]: it utilizes some relevant information (e.g.,
cwnd value) of a path besides RTT to provide avail-
able aggregate bandwidth of all paths. It assumes that
the underlying CCAs are congestion-window-based and
require cwnd values for decision-making. For the rate-
based CCAs we use, we derive cwnd value by multiply-
ing the sending rate and the estimated RTT.

• BLEST [18]: it aims to avoid HoL-blocking and spuri-
ous retransmissions by controlling the buffer blocking.
We provide it with the cwnd value in the same way as
described above.

• RAVEN [17]: it replicates packets on multiple paths
when confidence about network latency predictions is
low to reduce latency.

4.2 Performance

Frame delivery delay and stall rate. We measured the
frame delivery delay for all multipath transport schemes with
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(a) Frame delivery delay.

 0.01

 0.1

 1

 10

 100

 1000

SP

m
in

RT
T

EC
F

BLE
ST

RA
VEN

AUGUR

S
ta

ll 
R

a
te

 (
‰

)

 0.01

 0.1

 1

 10

 100

 1000

SP

m
in

RT
T

EC
F

BLE
ST

RA
VEN

AUGUR

S
ta

ll 
R

a
te

 (
‰

)
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Figure 12: AUGUR performance cooperating with Salsify.
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(b) Frame stall rate.
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Figure 13: AUGUR performance cooperating with SQP.

different CCAs. As shown in Fig. 12a and Fig. 13a, while
the median frame delivery delays are similar for all multi-
path schemes, AUGUR effectively reduces tail latency and
outperforms other multipath schemes for both CCAs. Com-
pared to only using Wi-Fi for frame transmission, AUGUR
reduces the 99.9th percentile latency by 66.0% and 35.4%
for Salsify and SQP, respectively. As a result, AUGUR effec-
tively reduces the frame stall rate, as shown in Fig. 12b and
Fig. 13b. Among all multipath schemes, AUGUR achieves
the lowest average frame stall rate, and compared to using
only the Wi-Fi path, AUGUR reduces the stall rate by 99.5%
and 91.5% for Salsify and SQP, respectively. This demon-
strates that AUGUR cooperates with different CCAs and ef-
fectively reduces long tail latency in real-time streaming.

Cellular data usage. To evaluate AUGUR’s ability to reduce
cellular data usage, we calculate the ratio of bytes transmit-
ted on the cellular path to the total transmitted bytes for all
multipath schemes. Our results, as shown in Fig. 12c and
Fig. 13c, indicate that AUGUR achieves the lowest cellular
data usage among all multipath schemes, with only 2.7% and
2.3% cellular data usage for Salsify and SQP, respectively. It
is worth noting that compared to minRTT, which can also
effectively reduce the frame stall rate, AUGUR reduces cel-
lular data usage by 88.1% and 96.4% for Salsify and SQP,
respectively. These findings demonstrate that AUGUR can
effectively reduce cellular data usage without compromising
performance, making it a viable option for deployment in
commercial platforms.

Multipath scheme SP minRTT AUGUR

Num. of user sessions 3974 4167 3699
Total 11840

Table 1: Large-scale experiment setup.

5 Large-scale Deployment in the Wild
We further deploy AUGUR in Tencent Start cloud gaming
server clusters to evaluate its effectiveness in reducing long
tail latency and constraining cellular data usage.

5.1 Implementation and Deployment
We implement AUGUR in our cloud gaming platform fully
in the userspace. The streaming application on user devices
initiates separate connections to our servers with two sockets
to leverage the Wi-Fi and the cellular path. Regarding the
cellular budget, users are required to set a per-month limit
in MB, and AUGUR calculates the corresponding value of δ
based on the average stall rate and playing time of all users.
For instance, a limit of 500 MB per month would result in a δ
value of 3.5. We set the default value for the time window ∆
to be 5 min. We have deployed AUGUR for over six months
and served millions of users with over ten million hours of
playing time.

5.2 Experiment Setup
We conduct large-scale A/B tests to evaluate AUGUR in our
platform. In addition to AUGUR and single-path Wi-Fi (SP),
we also deployed minRTT [16] based on our emulation re-
sults in §4.2. We initiate SP, minRTT, and AUGUR for all
users who are willing to use cellular interfaces for better per-
formance, and each user is served by each with equal possi-
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(b) Average frame stall rate and
cellular data usage.

 0.001

 0.01

 0.1

 1

 10

 100

SP
minRTT

AUGUR

F
ra

m
e

 S
ta

ll 
R

at
e 

(‰
)

(c) Frame stall rate.

 0

 10

 20

 30

 40

 50

minRTT AUGUR

C
el

lu
la

r 
D

at
a 

U
sa

ge
 (

%
)

(d) Cellular data usage.

Figure 14: Online performance of multipath transport schemes.
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Figure 15: Online user QoE of multipath transport schemes.

bility. All other settings and implementations, such as CCA,
remain the same. The A/B tests are conducted for two weeks
and result in a total of 11840 user sessions. The numbers of
user sessions for each scheme are shown in Tab. 1.

5.3 Performance

Frame delivery delay and stall rate. Achieving consistent
low latency is a key requirement for real-time services that
require interactivity. To evaluate the performance of frame
transport delay in AUGUR, we plot the CDFs of frame de-
livery delays and frame stall rate for all user sessions using
three multipath schemes in Fig. 14a, Fig. 14b, and Fig. 14c.
While the median delay is similar across all schemes, AU-
GUR outperforms SP and minRTT in reducing long tail de-
lay at the 99th percentile, achieving reductions of 14.2% and
7.7% respectively. More importantly, for severely prolonged
tail delays (i.e., frame delay ≥ 200 ms) that significantly im-
pact user experience, AUGUR is capable of maintaining the
99.9th percentile latency below 200 ms, while SP and min-
RTT leave the 99.9th percentile latency over 300 ms.

Consequently, AUGUR reduces the average stall rate of
all user sessions to below 0.1%, improving by 78.0% and
73.5% compared to SP and minRTT, respectively. In addi-
tion, AUGUR reduces the median stall rate of all user ses-
sions to only 0.02%, and reduces the median stall rate by
90.0% and 85.7% compared to SP and minRTT, respectively.
These results demonstrate that in the presence of RTT infla-
tion caused by wireless fluctuation, AUGUR is able to reduce
the long tail latency and frame stall rate to enhance the ser-
vice experience for the majority of mobile users.

Cellular cost. In order to compare the cellular data usage of
AUGUR and the baseline minRTT multipath scheduler, we

calculate the ratio of bytes transmitted on the cellular path to
the total transmitted bytes for each user session. As shown
in Fig. 14b and Fig. 14d, on average, AUGUR sends 7.3%
of the video data streaming through the cellular path, which
is 2× less than minRTT. Additionally, for all user sessions,
AUGUR incurs 0.65% median cellular data usage, which is
8.9× less than minRTT. This reduction in cellular data usage
can be attributed to two factors. First, AUGUR retransmits
only those frames that are likely to be delayed, instead of
scheduling all frames on the path with a lower RTT. Second,
AUGUR strictly constrains the cellular budget according to
Eqn. 6, resulting in a controlled cellular usage pattern. Note
that this constraint allows AUGUR to bound the maximum
cellular cost and reduce it by 4.7× compared to minRTT
scheduler.

User QoE. We use user retention time and average video
bitrate as our QoE metrics. As discussed in §2.1, a higher
frame stall rate leads to a decrease in user retention time,
which represents a degradation in the user experience of our
service. To illustrate the effect of AUGUR on user experi-
ence, we show the normalized average user retention time of
three transport schemes in Fig. 15a, which demonstrates that
with AUGUR deployed, user retention time can be improved
by 18.5% and 13.7% on average compared to SP and min-
RTT, respectively. Note that user retention time has a large
deviation because it is also affected by other factors that are
uncorrelated to network performance, such as personal pref-
erence.

As AUGUR actively retransmits frames on other paths
and switches the primary path, it may interfere with the
bandwidth estimation mechanism of the underlying trans-
port (e.g., CCA), thus affects the user QoE. We show the nor-
malized average video bitrate of three transport schemes in
Fig. 15b, which demonstrates that AUGUR has little impact
on video bitrate, with 5.4% and 3.1% decrease compared to
SP and minRTT, respectively.

5.4 Micro-benchmark

We further perform some micro-benchmarks to investigate
the impact of different design choices made in the develop-
ment of AUGUR, including parameter settings and cellular
utilization approaches.
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Figure 16: Impact of time window value ∆.
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Figure 17: Impact of cellular constraint factor δ.
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Figure 18: Impact of frame retransmission and primary path
switch.

5.4.1 Parameter Setting

Time window value. AUGUR uses a time window ∆ to ap-
proximate the state probability models. The value of ∆ re-
flects the fluctuation level of a single user’s characteristics.
To investigate the impact of ∆, we conduct an experiment
involving 2,186 users, with ∆ set to 2.5 min, 5 min, and 10
min. As illustrated in Fig. 16, we observe that AUGUR is
not sensitive to the choice of ∆, and the frame delivery de-
lays remain similar across all three settings. Additionally, a
larger time window results in slightly higher cellular costs
and a lower frame stall rate. This is because a larger time
window can detect more stall events and adopt a more ag-
gressive backup path utilization strategy. In practice, we set
∆ to 5 min based on our deployment experience to reach a
balance between stall rate and cellular cost.

Cellular constraint factor. AUGUR uses a factor δ to con-
strain the cellular cost in Eqn. 6 and its value adapts to the
cellular budget specified by the user. To demonstrate the ef-
fect of different δ values, we show the performance of AU-
GUR with two most frequently specified settings: δ = 1.75
corresponding to 250 MB per month and δ = 3.5 correspond-
ing to 500 MB per month. As shown in Fig. 17, a larger con-
straint factor results in a more effective reduction of long tail
latency and stall rate with higher cellular data usage. This
demonstrates that δ controls the trade-off between better net-
work performance and lower cellular data cost. We leave
the decision of choosing δ to each user based on their data
budget.

5.4.2 Cellular Path Utilization

AUGUR utilizes the cellular path in two approaches: frame
retransmission and primary path switch. To investigate the

effectiveness of both approaches, we conduct an experiment
with 7,266 invited users accessing our real-time streaming
platform. We randomly assign one-third of users with frame
retransmission disabled, one-third of users with primary path
switch disabled, and the rest with full AUGUR functionality.

Frame retransmission. AUGUR uses application-level
frame retransmission to rescue delayed frames on the Wi-Fi
path to reduce long tail latency. As shown in Fig. 18, com-
pared to only performing the primary path switch, enabling
frame retransmission reduced the 99th percentile latency
and stall rate by 45.8% and 55.5%, respectively, with 0.2%
higher cellular data usage. This demonstrates that leveraging
the cellular path to perform application-level frame retrans-
mission is necessary to reduce long tail latency caused by
RTT inflation.

Primary path switch. To cope with bursty frame stalls
caused by severe Wi-Fi capacity degradation, AUGUR sched-
ules the primary path to cellular. As depicted in Fig. 18, the
decision to switch the primary path avoids streaming frames
on a degraded path and can significantly reduce long tail la-
tency. Compared to only retransmitting frames, AUGUR re-
duces the 99th percentile latency and stall rate by 25% and
31.7%, respectively, with only a 0.4% increase in cellular
cost.

6 Discussion
In this section, we discuss some potential limitations and fu-
ture work of AUGUR.

Deployment scenario. As a cloud gaming service provider,
we primarily evaluated the performance of AUGUR in our
cloud gaming clusters and demonstrated its ability to reduce
long tail latency. Meanwhile, the scenario of using both Wi-
Fi and cellular paths for real-time streaming can be applied
to many other applications with consistently low latency re-
quirements, such as video conferencing and live streaming.
With the development of Wi-Fi 7 [44] and 5G [41], which
provide higher network bandwidth, AUGUR can also be de-
ployed for AR/VR applications across a wide range.

Multiple cellular paths. AUGUR currently leverages only
one cellular path. However, as multi-carrier phones become
increasingly popular and the benefits of a multipath system
design that supports more than two paths are being acknowl-
edged [45], AUGUR can be extended to support multiple cel-



lular paths. This would allow AUGUR to enable multiple cel-
lular backup paths and constrain their usage by introducing
different δ values for each path. We leave the extension of
AUGUR to support multiple cellular paths as our future work.

Cross-layer optimization. Recent years have seen the pro-
posal of various approaches to improve the performance
and user QoE of mobile real-time streaming. These ap-
proaches include deploying dedicated CCAs [9, 11, 12], us-
ing the adaptive bitrate (ABR) to meet network conditions
[46, 47, 48, 49], leveraging forward error correction (FEC)
to recover lost frames [50, 51, 28], encoding video frames in
a QoE-aware manner [52, 53, 54], allocating and scheduling
streaming resources [55, 56, 57], utilizing timely feedback
from Wi-Fi APs [58], and adjusting frame rate based on net-
work conditions [8, 59]. As a multipath transport service,
AUGUR is orthogonal to these approaches and can be used
jointly with them. Furthermore, AUGUR can be extended
to perform cross-layer optimization with these approaches
(e.g., retransmit frames with FEC). We leave cross-layer op-
timization of AUGUR as our future work.

7 Related Work

Multipath transport. Multipath transport utilizes multiple
paths simultaneously for data delivery in a single connec-
tion. MPTCP [60] and MPUDP [61] integrate multipath
transport into the OS kernel and provide a single-connection
abstraction to applications. Based on this framework, many
multipath schedulers have been proposed, such as ECF [19],
BLEST [18], RAVEN [17], and DEMS [20]. However, the
large-scale deployment of such a framework has been slow
due to its modification of user device kernels [16] and net-
work middleboxes [62]. Therefore, some multipath trans-
port systems based on QUIC have been proposed, such as
MPQUIC [63], PQUIC [64], and XLINK [24]. Addition-
ally, there are some multipath transport schemes using TCP
splitting (POLYCORN [65]) or implemented in the applica-
tion layer (MP-H2 [66], MSPlayer [67], MP-DASH [21],
mHTTP [68]). Like these approaches, AUGUR can be de-
ployed on a large scale and is specifically designed for real-
time streaming with low tail latency requirements.

Cellular cost reduction. Several approaches have been pro-
posed to reduce the cellular data cost for network traffics.
By leveraging the delay-tolerant nature of VoD applications,
MP-DASH [21] schedules the cellular path based on a user-
specified preference and a known video chunk size, and
Obilgir et al. schedules data transmissions to reduce cel-
lular data usage. TrafficGuard [69] adopts a proxy-based
method to reduce cellular traffic using a network-layer VPN.
Yanyuan et al. [70] uses a chunk filter and a rate adapta-
tion algorithm to reduce cellular usage in video streaming.
In contrast to all approaches above, AUGUR is designed for
real-time streaming applications and reduces cellular cost by
directly avoiding unnecessary data transmission.

8 Conclusion
In this paper, we demonstrate that long tail latency can
severely degrade the user experience in real-time streaming.
We further find that in wireless networks like Wi-Fi, long
tail latency is induced by RTT inflation caused by wireless
fluctuation, and thus cannot be reduced by deploying dedi-
cated CCAs. While it is straightforward to leverage cellular
paths to alleviate the impact of Wi-Fi RTT inflation, we re-
veal that users express strong concern about cellular cost,
thus it is crucial to minimize cellular data usage for a widely
deployed multipath transport service. We design AUGUR,
a practical multipath transport service for mobile real-time
streaming that meets the requirement of reducing long tail
latency, minimizing cellular data usage, and enabling large-
scale deployment. We deploy AUGUR on our cloud gam-
ing platform with millions of users across a wide area and
demonstrate its effectiveness in reducing long tail latency
and frame stall rate with minimal cellular data usage. We
believe that AUGUR can be widely deployed at any scale to
provide universal low-latency mobile streaming access.
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